In [12]:

**import** pandas **as** pd

**from** sklearn.model\_selection **import** train\_test\_split

**from** sklearn.linear\_model **import** LogisticRegression

**from** sklearn.metrics **import** confusion\_matrix, accuracy\_score, precision\_score, recall\_sc

In [17]:

df **=** pd**.**read\_csv("Social\_Network\_Ads.csv") df["Gender"]**.**replace({"Male":0,"Female":1},inplace**=True**)

In [18]:

df

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Out[18]: | **User ID** | **Gender** | **Age** | **EstimatedSalary** | **Purchased** |
|  | **0** 15624510 | 0 | 19 | 19000 | 0 |
|  | **1** 15810944 | 0 | 35 | 20000 | 0 |
|  | **2** 15668575 | 1 | 26 | 43000 | 0 |
|  | **3** 15603246 | 1 | 27 | 57000 | 0 |
|  | **4** 15804002 | 0 | 19 | 76000 | 0 |
|  | **...** ... | ... | ... | ... | ... |
|  | **395** 15691863 | 1 | 46 | 41000 | 1 |
|  | **396** 15706071 | 0 | 51 | 23000 | 1 |
|  | **397** 15654296 | 1 | 50 | 20000 | 1 |
|  | **398** 15755018 | 0 | 36 | 33000 | 0 |
|  | **399** 15594041 | 1 | 49 | 36000 | 1 |

400 rows × 5 columns

In [21]:

Out[21]:

In [22]:

x **=** df[['User ID', 'Gender', 'Age', 'EstimatedSalary']]*# independent*

y **=** df[['Purchased']] *# it depndent on x variable*

df**.**columns

Index(['User ID', 'Gender', 'Age', 'EstimatedSalary', 'Purchased'], dtype='object')

In [23]:

x\_train,x\_test,y\_train,y\_test **=** train\_test\_split(x,y,test\_size**=**0.25,random\_state**=**29)

In [24]:

model **=** LogisticRegression() model**.**fit(x\_train,y\_train)

Out[24]:

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAVgAAAByCAYAAAAWLMmkAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAELklEQVR4nO3bTYjUdRzH8e/Mrtq6LkTgrroeKh9Dpbol1KVTnaRaIzp0yKQIjMIe6NIlJDXtgYgg8G5lhzSS6tIh0yy1ckPd1qdyXdOStXVddLVfh1yJDOrw/zIwvV4wDF/m8jn9Gd7MRCklxl+Xfi9db7719tYFCxeNfvLZF+ciokREGRotZWi0FLfb7XZfdZ/9dt/B/SufeW778cETC/76TK3HZQODJx8ePh/9E9va7/q+d+81Rw4fagsA/k37Rx9umbf+5TW3rXpp7Z6xS3Hf+Ae1UkpsfHfTukV39qxs5EKAZjE20PvULTcvfK3+e4lpn2/b/kSjBwE0iztuX/zq4ImfF9QvXIwnV61ZP6HRgwCaxdz5N0X/oaPPtpw8eeqd/r6+tnm3Lm70JoCmsOKx5TF9Rne91t7eXkZGRqL3VGn0JoCmsGHN83H69K8Xa7v29pWIiEnT5jR6E0BTWDi1FhERtcu/54pjZxu6B6Bp7Nu2NSIiajfOml0iIjbv+KGhgwCaxcwpf763HjrY39glAE2mZ8ndERGhwQJUTIMFSKLBAiTRYAGSaLAASTRYgCQaLEASDRYgiQYLkESDBUiiwQIk0WABkmiwAEk0WIAkGixAEg0WIIkGC5BEgwVIosECJNFgAZJosABJNFiAJBosQBINFiCJBguQRIMFSKLBAiTRYAGSaLAASTRYgCQaLEASDRYgiQYLkESDBUiiwQIk0WABkmiwAEk0WIAkGixAEg0WIIkGC5BEgwVIosECJNFgAZJosABJNFiAJBosQBINFiCJBguQRIMFSKLBAiTRYAGSaLAASa5qsABU49OP/9Zgd/dqsABVqkVEiYgYGvVFFqAKVzXYWbM1WIAqXNumwQKk0GABkmmwABXTYAGSaLAASTRYgGQaLEDFNFiAJBosQBINFiCZBgtQMQ0WIIkGC5BEgwVIpsECVEyDBUiiwQIk0WABkmmwABXTYAGSaLAASTRYgGQaLEDFNFiAJBosQBINFiCZBgtQMQ0WIIkGC5BEgwVIpsECVEyDBUiiwQIk0WABkmmwABXTYAGSaLAASa402Fmz55RSigYLULFarVYrpRQNFqAiVxrsdweOjLS2tE6e0d3d4EkAzWH6dZOjXq9Hvauz8/A3e3Y1eg9A0zh2ajh27O7dX1+3+sXfHly6pNF7AJrG7q+/itk3XP9BbeD44KJljyzfs/H9LS2NHgXQDGZO7YgjR3+cVyulxNil6Dk3Fu81ehRAM9i6edP6B+7veTpKKVFKiZ8GTizr6OgonV1d5ZfhsbL2lTdKRJTV614vQ6OlPPr4Crfb7Xb/wz21s7PM6O4ug6fPDV+4WHrGn6ut40/cmTO6Nuw/0Lfzy527Xpg4oXX+mTNDcyNi4n99YgP8T43cc+/S8x0dU/om1S48NKGl7cqfCv4ARkf73gaNL3QAAAAASUVORK5CYII=)

▾ LogisticRegression

LogisticRegression()

C:\Users\adesh\DA\Lib\site-packages\sklearn\utils\validation.py:1184: DataConversionWarn ing: A column-vector y was passed when a 1d array was expected. Please change the shape of y to (n\_samples, ), for example using ravel().

y = column\_or\_1d(y, warn=True)

In [25]:

y\_pred **=** model**.**predict(x\_test)

In [26]:

y\_pred

Out[26]:

In [27]:

Out[27]:

In [28]:

Out[28]:

In [29]:

cm **=** confusion\_matrix(y\_test,y\_pred) cm

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| array([0, | 0, | 0, | 0, | 1, | 0, | 1, | 0, | 1, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 1, | 0, | 0, | 0, |
| 1, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 0, |
| 0, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 1, | 0, |
| 0, | 1, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 0, | 0, | 0, | 0, | 1, | 0, | 1, | 1, | 0, | 0, |

0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0], dtype=int64)

model**.**score(x\_train,y\_train)

0.7833333333333333

model**.**score(x,y)

0.785

Out[29]:

In [33]:

array([[64, 5],

[16, 15]], dtype=int64)

*#print(confusion\_matrix.* *doc* *)*

*#or*

tn, fp, fn, tp **=** confusion\_matrix(y\_test,y\_pred)**.**ravel()

In [34]:

print(tn,fp,fn,tp)

64 5 16 15

In [35]:

a **=** accuracy\_score(y\_test,y\_pred) a

Out[35]:

In [36]:

e **=** 1**-**a e

0.79

Out[36]:

In [37]:

Out[37]:

In [38]:

Out[38]:

In [ ]:

0.20999999999999996

precision\_score(y\_test,y\_pred)

0.75

recall\_score(y\_test,y\_pred)

0.4838709677419355